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6 1 History, Examples, Motivation and First Definitions
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and investigate the limit of (u
e

)
e>0 as e ! 0. The hope then is that we can obtain

some sort of estimates which do not collapse as e ! 0 that will allow to pass to a
limit u

e

! u which “solves” the original PDE (“D” of course stands for the Lapla-
cian).

Viscosity Solutions originate from the “Vanishing Viscosity
method”, but should not be confused with the latter!!!

In most cases, especially for 2nd order PDE, Viscosity Solu-
tions have nothing to do with adding an “eDu” term.

Historical comment:

For 2nd order PDE, problems more fundamental than unique-
ness arise: “singular solutions” appear, which can not be rigor-
ously justified, because

F(·,u,Du,D2u) = 0

does not support integration by parts!!!

The meaning of the above statement is that we can not “pass derivatives to test
functions” by integration by parts in order to have, for example, a function which is
only (weakly) once differentiable as solution of a 2nd order equation.

Remark 2 (Digression into divergence structure PDE). For the 2nd order PDE

Di
�

Ai(·,u,Du)
�

+ B(·,u,Du) = 0, (1.5)

where u : W ✓ Rn ! R, we have the option to define weak solutions by duality,
that is by taking “integration by parts” as definition when testing against smooth
functions with compact support:

Z

W

�Ai(·,u,Du)
�

Diy +B(·,u,Du)y = 0,

for all y 2C•
c (W).

In particular, divergence structure PDE are always quasilinear and not genuinely
fully nonlinear. Indeed, by assuming that A,B are C1 and distributing derivatives in
(1.5), we have

Ai p j(·,u,Du)D2
i ju +

n

Air(·,u,Du)Diu

+ Aixi(·,u,Du)+B(·,u,Du)
o

= 0. (1.6)
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Hence, the dependence in D2u is linear. In (1.6), the subscripts p j,r,xi denote dif-
ferentiation of the coefficients A,B with respect to the respective arguments.

Remark 3.

Viscosity Solutions form a duality-free

“NONLINEAR DISTRIBUTION THEORY”,

whose ideas are needed even for linear PDE!!!

Example 4: Let A = (Ai j)
j=1,...,n
i=1,...,n : W ✓ Rn �! S(n) be a map with values non-

negative matrices, such that either A has a vanishing eigenvalue, or A is not locally
Lipschitz continuous, then the linear PDE

Ai j(x)D2
i ju(x) = 0,

may not have any non-trivial solutions (the affine ones) in all standard senses! Ex-
plicit A’s will be given later.

On the other hand, standard elliptic estimates (Schauder) imply that if A is both
Hölder continuous Ca and strictly positive, then the PDE has only smooth C2,a

solutions.
This problem is the same as the problem to interpret (and solve) rigorously the

equation
H 0 = d ,

where d is the Dirac “function” and H = c(0,•) is a discontinuous solution, without
having Distributions (Generalised Functions) and Measures at hand.

However, there are limitations: Viscosity Solutions apply to degenerate elliptic and
degenerate parabolic PDE. The appropriate ellipticity notion will be given after we
will many classes of equations to which our theory applies.

Example 5 (PDE to which Viscosity Solutions apply).

(1) An all-important equation: the •-Laplacian. For u 2C2(W) and W ✓Rn, the
infinity-Laplacian is

D•u := Du⌦Du : D2u = 0, (1.7)

where the expression in (1.7) is understood as the double sum DiuD juD2
i ju. The

geometric meaning of (1.7) is that the rank-one tensor product matrix Du⌦Du is
pointwise normal to D2u in Rn⇥n. (1.7) is the fundamental PDE of Calculus of Varia-
tions in L• (the analogue of the Euler-Lagrange PDE), when considering variational
problems for the so-called Supremal functionals, the simplest of which is

E•(u,W 0) := kDukL•(W 0), W

0 b W . (1.8)

Here W

0 is an open set compactly contained in W and u is locally Lipschitz contin-
uous, that is, in the Sobolev space
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Figure 7. A graphic illustration of the proof in 3D.

Formula (2.23) follows from Lemma 7 (c), since C is smooth off the origin. For-
mula (2.22) follows immediately from Theorem 8 and the observation that there
is no smooth function y touching from below the cone at zero. Every hyperplane
that passes through the origin with slope at most 1, lies above the cone and hence
J 1,+C(0) equals the closed unit ball B1(0). If p 2 J 1,+C(0) and |p| < 1, then
any such hyperplane determined by p touches the cone only at the origin, and hence
any smooth function y having this hyperplane as its tangent as zero lies above the
cone near the origin. As a result, B1(0)⇥S(n) ✓ J 2,+C(0). If on the other hand
p 2 J 1,+C(0) and |p| = 1, then the hyperplane touches the cone along some gen-
erator. In such an event, any function y touching from above the cone at zero with
this hyperplane as its tangent must be convex (near zero) in the direction of p. In
view of Theorem 8, we conclude that (2.23) ensues.

Remarks on Chapter 2. Our exposition has been more thorough than standard
texts on Viscosity Solutions, which are more advanced and omit the details we have
analysed. However, the handbook of Crandall-Ishii-Lions [CIL] remains the best
reference on the subject, as well as the article of Crandall [C2] and should be con-
sulted as a further reading. The author has also greatly benefited from the lecture
notes of Koike [Ko] and Dragoni [Dr], as well as from those of Mallikarjuna Rao
[MR], which have similar but different viewpoints on the subject and could be read
parallel to these notes.
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theorem, which says that semiconvex functions are twice differentiable a.e. on its
domain.

Figure 12. The geometry behind the definition of sup-convolutions.

Definition 3 (Semiconvexity). Let W ✓ Rn and f 2C0(W). f is called semiconvex
when there exists an e 2 (0,•] such that the function

x 7! f (x) +
|x|2

2e

is convex. If a function is semiconvex for an e0 > 0, then it is semiconvex for all
0 < e  e0. The inverse of the largest e > 0 for which f is semiconvex is called
semiconvexity constant:

Semiconvexity constant := inf
n1

e

�

�

�

x 7! f (x) +
|x|2

2e

is convex
o

.

If 1/e is the semiconvexity constant, then f will be called e-semiconvex.

It can be seen that a function f is convex if and only if its semiconvexity constant
vanishes. In the obvious way, a function f is called semiconcave if � f is semicon-
vex.

Remark 4. It is well known that a convex function can be characterised by the
geometric property that its graph can be touched from below by a hyperplane at
every point of its domain of definition and the hyperplane lies below the graph of
the function. See Figure 13.


